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Article Info ABSTRACT

Amc.le hIStorY' The surge in digital activity during the 2024 General Election in Indonesia has
Rec?'ved April 19, 2024 triggered the spread of hate speech on social media, potentially disrupting
Revised October 02, 2024 democratic stability. This study aims to analyze the effectiveness of hate
Accepted December 25, 2024 speech detection on the X platform using Natural Language Processing (NLP)
methods. The technical approach combines Regular Expressions for data pre-
processing and a Lexicon-Based method to identify offensive words based on

Keywords: a predefined dictionary. Data collection was conducted using the Uninvolved

Conversation Observation Technique (TSBLC) with a total of 100 election-
Hate Speech Detection related comment samples. Test results indicate that this rule-based program is
NLP capable of detecting the presence of hate speech within the data samples.
Lexicon However, comparative analysis reveals that the lexicon method yields lower
Naive Bayes accuracy compared to advanced Machine Learning models, such as Naive
Bi- LSTM Bayes (93%) and Bi-LSTM (96.9%), utilized in previous studies. In

conclusion, while the lexicon approach offers structured basic detection, the
integration of machine learning models is highly recommended to enhance
accuracy and achieve deeper contextual understanding in future research.
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1. INTRODUCTION

Public elections as the highest point of modern democracy have become, and always will be, a very
dynamic moment, reflected in the intensity of information circulating on social media[1]. In an era where
technology is becoming more dominant, so does the role of social media in creating public opinion.
Unfortunately, a phenomenon known as hate speech” is becoming increasingly common on many social media
platforms. The 2024 Indonesian elections has become the next stage for the contest of democracy, and one of
its potential challenges is the spreading of hate speech on social media which could affect the elections[2].

Hate speech on social media is speech that attacks, insults, or belittles an individual or group. The
purpose of hate speech is to spread hatred, provoke conflict, or degrade the dignity of certain individuals or
groups[3]. Hate speech can be transmitted through many platforms, a few of which are Facebook, Instagram,
and Whatsapp[4].
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As an example, on X, formerly known as Twitter, there are countless examples of comments
containing hate speech. We have observed a number of these hate speech comments regarding the 2024
elections.

@ @sundari6969

Hahaha monyet juga di kucur bansos 450 T bakal JD presiden, lah lu
GOBLOK nya ngk ke Tulung ,bansos di kucurkan sbl. Pemilu , emak lu antri

beras no sama BBM naik per 1 Maret 2024 silahkan lu jeget tar kayak
buzzer2 jkw sebelum nya pura2 bahagia wkwkw

Figure 1. Hate Speech

@ Firdausy Muh

Dah gue bilang dan ditahun Pemilu 2024 ini Kerjanya

Figure 2. Hate Speech

The picture above contains the word “Goblok” which could be defined as “something very stupid”[5].
The second picture contains the word “K****I” which references the male genital organ[5]. Both of these
examples clearly contain words that are not ethical and could hurt somebody.

According to Abaido, at least 40.5% of users in social media have spread hate speech in some form[6].
Analysing hate speech related to the 2024 election issue on social media is crucial to understand the impact
and expansion of this phenomenon. With a large proportion of the population being exposed to information on
social media, controlling hate speech must be strict and efficient.

The Natural Language Processing (NLP) method is one of the most effective techniques for extracting,
understanding, and analysing widely distributed text on social media platforms[7]. In this context, NLP opens
up opportunities to identify unique patterns[8].

This research aims to present an in-depth analysis of Hate Speech found on social media platforms
using the Natural Language Processing approach. By focusing on natural language analysis, this study is
expected to uncover not only the types of hate speech disseminated but also the underlying sentiments and
potential impacts on public perception[9].

Previously, research on reducing hate speech on social media has been conducted using smart
contracts[10]. Previously, research on reducing hate speech on social media has been conducted using smart
contracts. The smart contract is a method that has its connections to blockchain, where it establishes agreements
between two clients[11]. However, smart contracts are not effective when applied to more public social media
platforms such as Instagram or Twitter. In the research, they could only practise it within a group chat
application[12].

Through the use of NLP technology, this research aims to detect hate speech or hate speech. The
ultimate goal is to provide deep insights to stakeholders, including the government, electoral institutions, and
the general public, to design effective mitigation strategies [13].

By integrating NLP technology to detect hate speech, this research is expected to make a significant
contribution to understanding and addressing issues of misinformation that arise during the 2024 election
process on social media platforms.

2. METHOD

This research employs a combination of Natural Language Processing (NLP) and Lexicon Base
methods to detect hate speech in Indonesian language. NLP method is utilized for cleaning text data from noise
and irrelevant characters, such as links and symbols. Regular Expression (RE) is employed to match specific
text patterns, like links and non-alphanumeric characters[14].

Once the data is cleaned, Lexicon Base is utilized to identify words containing hate speech. Lexicon
Base is a dictionary containing words and phrases categorized as hate speech based on certain criteria, such as
SARA (Ethnicity, Religion, Race, and Inter-group)[15]. The method assigns values to each comment enabling
us to ascertain whether the comment contains hate speech.
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2.1 Program Workflow

| Input Data/Text ‘

l

‘ Pre-processing ‘

I

| Detect Hate Speech ‘

l

| Generate Score ‘

Figure 3. Workflow Diagram[16]

Pre-processing is a crucial aspect of NLP as it involves the process of "cleaning™ the input so that the
program can read it[17]. For pre-processing, regular expressions can be employed due to their flexibility in
detecting a pattern[18].

2.2 Regular Expression
This research employs a method called Regular Expression. This method is one of the techniques in
NLP that has the capability to search not only for specific strings, but also conducts searches based on patterns
within those strings[19].
In the program, Regular Expression will be utilized twice to process the input text.
The first one is to remove links from the input:

1

text = re.sub(r 'http\S +',", text)

The pattern used here, 'http\S+', matches text starting with "http" followed by one or more non-space
characters. When a link is found, it is replaced with an empty string, essentially means that the link is removed
from the text[20].

The second one is to remove non-letter or non-word characters:

rn

text = re.sub(r'["\w\s]',"”, text)

TMWw\s]' is a pattern that matches any character that is not a word character (\w) or a space character
(\s) because (") is a negation symbol[20]. This means that if there are numbers or integers in our input, they
will be removed and ignored.

2.3 Lexicon Base

The main part of the program is the Lexicon Base where it will be used to detect hate speech. This
method involves creating a dictionary, including opinions [21].Words that was found in this dictionary will be
used to classify words containing hate speech within a string.

self. hate_speech_lexicon
— ["g Kok k k"'"b * % O"’"b * %k h","t Kk ok l"'"b k% ok kK t","j Kok ok k k"'"a*u"'"a ****g"'"k Kok ok l"'llk * % l"'
"gemoy","samul","wowo", "bahlul", "rezim", "ponakan paman", "anakk h *x* m",
,"pemilu curang" |
The lexicon list can expand during the testing process due to the variety of hate speech expressions

on social media.

for term in self. hate_speech_lexicon:
if term.lower() in text. lower():
hate_speech_score += 1

With Lexicon, the inputted text can be scanned for its content to determine whether it contains hate
speech or not[22].

In data collection, we utilized Teknik Simak Bebas Libat Cakap (TSBLC), an observation method to
gather data. TSBLC is a technique used in data collection by taking screenshots of existing comments and also
by reading and transcribing comments[23].
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3. RESULTS AND DISCUSSION

The data sampling in this study was conducted using the Teknik Simak Bebas Libas Cakap (TSBLC)
method, which is related to the 2024 Election on X application. The data collection process involved typing
keywords into the search column of X application, after which we began gathering specific data samples
classified as containing hate speech according to the provided keywords. The data that was collected using the
TSBLC method was obtained through screenshots of comments related to the keywords. After collecting the
data, the we began testing on the following link.
Link: https://bit.ly/DataSample_Kelompok3

For example, it can be seen in the 41" sample data, where in that data there is a hate speech that is
noticed from the searched keywords.

'}\ bunga

% lah bub? blm kelar gue ngetik. orang ga 1 suara sm lu tu gausa
sgtunya ampe kontol kontol in org. namanya punya hak, ga smua org milih
tu paslon alesannya dr yg lu sebut psti mreka ad alesannya sendiri. gws

dehlu

Figure 4. The 41" Data Sample

Out of 100 collected data that consist of comments containing hate speech towards candidates,
political parties, or election organizers, it can be inferred from the gathered data that social media platforms
like X can serve as dangerous channels for spreading hate speech. The most prevalent types of hate speech that
was found, are insults and defamation. This could pose a threat to democracy and stability in Indonesia.

3.1. Using Python Algorithms

We utilized Python for analyzing hate speech within comments on X platform social media. The
algorithms employed included regular expressions and lexicon-based techniques. The combination of these
algorithms proved effective in detecting words that can incite hatred. We defined rules to remove all characters
that are not letters or spaces.

.hate_speech_score_threshold:

(input_text):
-7)

Figure 5. Snip Program

In the program, we used the "re" library for text processing using regular expressions. Then, we
created a function named pre-process text to conduct pre-processing on the text according to the flow diagram
in Figure 3. In this function, the process involves removing links, punctuation, and symbols. Additionally, the
text will be converted to lowercase.
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In the program, there is a function called detect_hate_speech used to detect hate speech in texts. This
function has two attributes: hate_speech_lexicon and hate_speech_score. The hate_speech_lexicon attribute
contains words or phrases that we consider to be hate speech.

The hate_speech_score attribute functions to tally each hate speech word or phrase that appears. The
program uses a while loop to continuously prompt for text input. If the entered text is "exit", the loop will
terminate. The entered text is then checked, and the processed results will be displayed.

The steps for using this algorithm are as follows: first, the program will prompt the user to enter any
text to detect hate speech. Then, the text will be pre-processed using the preprocess_text function. Next, the
algorithm will proceed to detect words or phrases from the hate_speech_lexicon. Each word that indicated as
hate speech will be assigned a score based on its occurrence in the text. The accumulated score will be
compared against a predefined threshold (hate_speech_score_threshold). If the score is greater than or equal to
the specified threshold, the result will be true, indicating the presence of hate speech in the input text.
Conversely, if the score is less than the threshold, the result will be false, indicating the absence of hate speech
in the input text.

3.2. Data Processing

A total of 100 samples of data have been successfully collected. With this sample datas, testing will
be conducted using the Python program that has been developed. After going through the processing stages,
each sample datas will produce a different output.

Enter text to check for hate speech (or type ‘exit' to quit): Hanya diNEGARA ini Pemilu 2024 para politikus, akademisi, capres, dll nya semua kelihatann n ketah
uan GOBLOK n BEG ,IQ nya JONGKOK,napa? Masalah PEMILU CURANG dibawa ke DPR jadi ANGKET PEMAKZULAN,coba itu orang@ PINTAR UTEK e dimana?lkeknya MEREKA gak ada
DATA VALID KECI N!

Hanya diNEGARA ini Pemilu 2824 para politikus akademisi capres dll nya semua kelihatann n ketahuan GOBLOK n BEGOnyaIQ nya JONGKOKnapa Masalah PEMILU CURANG diba

wa ke DPR jadi ANGKET PEMAKZULANcoba itu orang PINTAR UTEK e dimanakeknya MEREKA gak ada DATA VALID KECURANGAN

E}

Hate speech detected.

Figure 6. Program’s Output

The number of detected hate speech instances in each sample data is annotated in the output results
after processing. Here is a summary table of the output related to the detection of hate speech and the number
of hate speech instances contained in each sample data.

Table 1. Results of Data Processing
Link : https://bit.ly/DataProcessed_Kelompok3

No. Text The amount of hate Hate speech
speech detection status
1. geplak kepala koruptor, tolol. bukan geplak mereka yang lagi have 1 Detected

fun dan encourage generasinya buat ikut pemilu.
lo hidup beneran musingin orang yang lagi asik sama hiburannya
sendiri? segabut itu lo?
mo gemoy fandom kek, mo indogov fandom kek, terserah dong
orang seneng apa.

2. Hanya diNEGARA ini diPEMILU 2024 para POLITIKUS, 3 Detected
AKADEMISI, CAPRES dll nya semua kelihatan n ketahuan
GOBLOK n BEGOnya, 1Q nya JONGKOK, napa? Masalah
PEMILU CURANG dibawa ke DPR jadi ANGKET
PEMAKZULAN, coba itu orang2 PINTAR UTEK e
dimana?'keknya MEREKA gak ada DATA VALID

KECURANGAN!

3. Gw pikir pemilu 2019 adlh yg paling kacau dgn 800an petugas 2 Detected
meninggal dunia.
Ternyata pemilu 2024 lebih goblok 1g dengan segala ketololan kpu

4. Lain kali si abah tahun 2029 jangan di ajak, pada ribet 3 Detected
pendukungnya, goblok goblok di pliara

5. Kenapa ada indikasi kecurangan pada pemilu 2024? 1 Detected

1. Ada UU yg di rekayasa oleh pamannya di MK tapi semuanya
pada pura pura goblok, karena mestinya pembuat UU & bisa
merubah uu adalah DPR.
2. Imbas dari rekayasa UU di MK itu ketua KPU terbukti
pelanggaran etik.
3. 1 rangkaian.

6. Hahaha monyet juga di kucur bansos 450 T bakal JD presiden, lah 1 Detected
lu GOBLOK nya ngk ke Tulung, bansos di kucurkan sbl. Pemilu,
emak lu antri beras no sama BBM naik per 1 Maret 2024 silahkan
lu jeget tar kayak buzzer2 jkw sebelum nya pura2 bahagia wkwkw
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7. Sama goblok dan tololnya. 2 Detected
Hasil pemilu tanggal 13 Febuary 2024 itu sudah ada. Sudah
dikunci pake Quick Count secara CURANG modifikasi rumus
Algoritma.

Pemilu tggl 14 February 2024 hanya selebrasi dan pesta coblos
Penipuan terbesar. Pengkhianatan terparah terhdp Rakyat.

Paham??
8. Simple, yg kontra dgn hasil pemilu 2024 ini jumlahnya pasti lebih 1 Detected
besar drpd dgn yg pro.

Makanya yg kontra teruslah berteriak, suarakan terus keadilan!
JGN TERUS2AN JADI BANGSA YG GOBLOK!

9. Usut sampai ke akar akarnya kecurangan pemilu 2024,,,, pake 1 Detected
nyalahin kamera,,,goblok

10. lah yang Goblok lu itu, 2 Detected
Lu gak sungkem sama senior Yaman kadrun Babe Haikal Dan si
botak HTI Achmad Dhani

Dari awal pemilu 2024, imam jumbo gak pernah keliatan
Sejak kapan surya Paloh bermesraan dengan imam jumbo ngakak
02 emang Goblok*

100. Bocils jaman skrg semakin mengerikan girls. Yang mau punya 1 Detected
anak hati2 aja. Sekarang zaman semakin rusak semakin KONTOL

Our Python program aims to detect the amount of hate speech that contained within the sample data
with a certain level of accuracy. After conducting the test, the sample data overall contains varying amounts of
hate speech. The statistical analysis results from testing the 100 samples against the program are displayed
through the following diagram.

Statistics Diagram of the Hate Speech's amount

8% 1%
1%

30%

60%

m] m2 u5 =3 =6

Figure 7. Percentage of the Detected Hate Speech’s amount

The symbols, numbers, and colors in the diagram above serve as indicators of the detected amount of
hate speech. The dark blue color (number 1) represents the variable for detecting one instance of hate speech,
indicating that there are sixty samples containing one hate speech word each. This also applies to the other four
color indicators representing the percentage of samples containing hate speech words to a certain variable
extent.

We also utilized datasets from two different journals to compare the accuracy of the developed
program. We then inputted samples from these datasets into the Python program that was created.

Table 2. Comparison of the accuracy of Processed data

No. Authors Method Amount of data AC((:(;: )a ey
1 (Richardo et al.,2024) Natural Language Processing 13,169 59.8
2 (Elisabeth et al.,2020) Naive Bayes (NB) 13,169 93
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From Table 2, we can see that Elisabeth utilized a different method compared to ours and although
they used the same dataset they were able to acquire a much higher accuracy than ours, 93% [24].

Table 3. Comparison of the accuracy of Processed data

No. Authors Method Amount of data ACZ% )a cy
1 (Richardo et al.,2024) Natural Language Processing 713 69
. Bidirectional Long Short Term Method
2 (Isnain et al., 2020) (Bi- LSTM) 713 96.9

We also compared our model with another journal. As seen in Table 3, which also used a different
method compared to us, Bi-LSTM, which achieved a high accuracy with 96.9% [25].

4. CONCLUSION

In conclusion, the analysis of hate speech in the 2024 election on social media platforms, utilizing the
Teknik Simak Bebas Libas Cakap (TSBLC) method alongside Python-based natural language processing
techniques, revealed significant insights into the prevalence and nature of hate speech online. However, our
study underscores the limitations of rule-based approaches in comparison to more sophisticated machine
learning methods. Despite the meticulous design of algorithms employing regular expressions and lexicon-
based techniques, our program demonstrated a lower accuracy in detecting hate speech when compared to
machine learning models. This disparity became evident when benchmarking our results against those achieved
by Elisabeth and another journal, both of which employed different methodologies, yet achieved notably higher
accuracy rates of 93% and 96.9% respectively.

Furthermore, our comparative analysis with these studies suggests that while rule-based approaches
provide a structured means of identifying hate speech, they may lack the nuanced understanding and
adaptability of machine learning models. The success of Elisabeth's method, for instance, indicates the
effectiveness of machine learning algorithms in discerning complex patterns and contexts within textual data,
thereby achieving superior accuracy rates. Likewise, the journal's approach further highlights the potential of
machine learning techniques to outperform rule-based systems in hate speech detection tasks. Thus, while our
study contributes valuable insights into the landscape of hate speech during the 2024 election, it underscores
the need for further exploration and adoption of machine learning methodologies to enhance the accuracy and
efficacy of hate speech detection on social media platforms.
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